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Introduction: The gamma function is the standard 

methodology for dose comparation. This procedure is 

calculated on dedicated software, and no results verifi-

cation is performed. Considering it, we developed a 

machine learning (ML) tool for patient-specific QA 

results verification. First, we evaluated the test gamma 

approval achieved with perpendicular composite dose 

distribution measurements based on gamma radiomics 

features [1]. Then, we analyzed the gamma process by 

verifying if the recommended software protocol was 

followed during the dose distribution comparison to 

detect possible users’ errors. 

Material and method: This study used 158 pa-

tient-specific IMRT QA tests, from different sites, and 

extracted 105 radiomic features from each gamma 

image. The analyses were done using Matrixx detector 

and OmniPro software (Iba Dosimetry). From this data, 

two datasets were randomly partitionated: dataset A 

was used to build the ML model, and dataset B was 

used as additional data to evaluate its performance. 

Three random forest (RF) models were developed (ML 

I, ML II, and ML III). ML I and ML II verified the 

features related to gamma image approval using criteria 

of 2%/2mm/15% threshold and 3%/3mm/15% thresh-

old, respectively. ML III verified if the gamma anal-

yses (3%/3mm/15% threshold) software recommended 

protocol was followed to detect if the TPS grid modifi-

cation step was done. All models were based on the 

most important features selected using the mean de-

creased impurity, and their performances were evaluat-

ed. Approved plans received a class value = 1, and 

reproved ones a class value = 0. 

Results:  ML I included 25 features (5 First-order, 

6 GLCM, 3 GLDM, 7 GLRLM, and 4 GLSZM), and 

its accuracy with the test set data was 0.98. The same 

value was achieved using the never-seen data (dataset 

B). ML II included 10 features (3 First-order, 3 GLCM, 

1 GLDM, 1 GLRLM, and 2 GLZM.). Its accuracy was 

0.85 using the test set data and 0.84 using dataset B. 

The First-order 10th percentile feature was identified as 

a feature strongly related to the approved classification 

for both models. ML III selected 23 features (9 GLCM, 

5 GLDM, 3 GLRLM, 5 GLSZM, and 1 of NGTDM) 

with an accuracy of 0.99 for test set data and 0.98 for 

dataset B (Table 1). 

Conclusions: An ML workflow for gamma anal-

yses QA results verification could be proposed for 

3%/3mm/95% criteria with the best results.  We could 

verify the analysis protocol by checking the grid con-

version during the gamma analyses (ML III). If the 

image pass in this classification, then we verify the 

approval or not of the QA (ML II) to see if its results 

behavior is according to expected. This procedure 

could cover an existing gap in the clinical practice of 

not verifying the gamma software algorithm’s perfor-

mance, such as done for the TPS algorithm. 

 

Table 1: Evaluation parameters using the test set 

from dataset A and the additional dataset B. 

Models Data 
True 

label 
F1-score Accuracy 

ML I 

Test set 
0 0.87 

0.85 
1 0.83 

Dataset 

B 

0 0.87 
0.84 

1 0.77 

ML II 

Test set 
0 0.99 

0.98 
1 0.98 

Dataset 

B 

0 0.91 
0.98 

1 0.99 

ML III 

Test set 
0 0.99 

0.99 
1 0.99 

Dataset 

B 

0 0.98 
0.98 

1 0.98 
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